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QUASI-BIGRADUATIONS OF MODULES, CRITERIA
OF GENERALIZED ANALYTIC INDEPENDENCE

Y. M. DIAGANA

Abstract. Let R be a ring. For a quasi-bigraduation f = I(p,q)
of R we define an f+−quasi-bigraduation of an R-module M
by a family g = (G(m,n))(m,n)∈(Z×Z)∪{∞} of subgroups of M such
that G∞ = (0) and I(p,q)G(r,s) ⊆ G(p+r,q+s), for all (p, q) and all
(r, s) ∈ (N× N) ∪ {∞}.

Here we show that r elements of R are J−independent of order
k with respect to the f+quasi-bigraduation g if and only if the
following two properties hold: they are J−independent of order
k with respect to the +quasi-bigraduation of ring f2(I(0,0), I) and
there exists a relation of compatibility between g and gI , where
I is the sub-A−module of R constructed by these elements. We
also show that criteria of J−independence of compatible quasi-
bigraduations of module are given in terms of isomorphisms of
graded algebras.

1. Introduction

All rings are supposed to be commutative and unitary.
In 1954, D. G. Northcott and D. Rees [8] developed a theory of inte-

gral closure and reductions of ideals in a Noetherian local ring (A,M).
In particular, they introduced two notions of analytic independence
with respect to an ideal in a local ring and they proved that the re-
duction of an ideal in such a ring is minimal if and only if it has an
analytically independent generating set.
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In 1970 one notion of independence is generalized by Valla [10] in a
Noetherian commutative ring. He showed that the maximum number
of independent elements in an ideal is bounded from above by its height.

Let f = (In)n∈Z∪{+∞} be a filtration of an arbitrary commutative
ring A and

R (A, f) =
⊕
n∈N

InX
n and < (A, f) =

⊕
n∈Z

InX
n

be its Rees rings. Let k be a positive integer which may be equal to
+∞ and let J be an ideal of A such that J + Ik 6= A. Take u =
X−1. Then the following numbers are known in the literature to be
extensions to filtrations of the analytic spread, the last one being due
to Y. M. Diagana [4] : the maximum number `J (f, k) of elements
of the ideal J which are J−independent of order k with respect to f
and the maximum number `aJ (f, k) of elements of the ideal J which
are regularly J−independent of order k with respect to f.

That work generalized results of Okon [9] concerning the analytic
spread of Noetherian filtrations and established comparisons of several
extensions.

In [5] we studied theses notions for a +quasi-graduation of a ring R.
We recall that the family (Gn) of subgroups ofR is a +quasi-graduation

of R if G0 is a subring of R, G+∞ = (0) and GpGq ⊆ Gp+q ∀p, q ∈ N.
Here we need the following concept of compatibility of a family

of subgroups of (R,+) with a given quasi-graduation (resp. +quasi-
graduation) f and we extend this concept to quasi-bigraduations.

Definition 1.1. Let R be a ring.
1) Let f = (Ip)p∈Z∪{+∞} be a family of subgroups of R. We say that

f is a quasi-graduation (resp. +quasi-graduation) of R if I0 is a subring
of R, I∞ = (0) and IpIq ⊆ Ip+q for all p and q ∈ Z ∪ {+∞} (resp.
N ∪ {+∞}).

2) Let f = (In)n∈Z∪{+∞} be a quasi-graduation

(resp. +quasi-graduation) of R and let g = (Gi)i∈Z∪{+∞} be a fam-
ily of subgroups of an R−module M.

We say that g is an f+−quasi-graduation ofM or that g is a +quasi-
graduation of M compatible with f if G∞ = (0) and IpGq ⊆ Gp+q for
each p and q ∈ N.

For a ring R, the construction of rings of polynomials R [X1, . . . , Xn]
of n indeterminates with coefficients in R have a critical importance to
geometrical investigations, since geometrical objects (curves, surfaces,
etc.) are described by equations in several variables.
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Otherwise, in Database, stored values must be accessible concur-
rently but consistently by multiple users. This proves the importance
of the Cartesian product in relational Algebra used in Relational Data-
base. Hence there is an interest to replace N by N×N as set of indices.

We define the compatible +quasi-bigraduation of a ring as follow:

Definition 1.2. Let R be a ring.
1) Let f =

(
I(m,n)

)
(m,n)∈(Z×Z)∪{∞} be a family of subgroups of R with

the convention that I(p,∞), I(∞,q) and I(∞,∞) mean the same subgroup,
denoted I∞.

We say that f is a quasi-bigraduation (resp. +quasi-bigraduation
) of R if I(0,0) is a subring of R, I∞ = (0) and I(p,q)I(r,s) ⊆ I(p+r,q+s)

∀(p, q) and
(r, s) ∈ (Z× Z) ∪ {∞}. (resp. (N× N) ∪ {∞}).

2) Let f =
(
I(m,n)

)
(m,n)∈(Z×Z)∪{∞} be a quasi-bigraduation (resp.

+quasi-bigraduation) of R.
Let us construct the family (Sm)m∈Z∪{+∞} as following :

∀m ≥ 0, Sm =
∑

−m≤n≤2m

I(n,m−n),

∀m ≤ 0, Sm = A and S∞ = (0) .

We have

SpSq ⊆ Sp+q ∀p, q ∈ N ∪ {+∞}

Therefore, (Sm)m∈Z∪{+∞} is a +quasi-graduation of R; it is called the
+quasi-graduation of R deduced from f .

In this paper we have two objectives :
To extend the notion of generalized analytic independence to com-

patible +quasi-bigraduations of a module and to establish some char-
acterizations of this notion by the mean of isomorphisms of graded
algebras.

We will also extend the study to globally compatible quasi-bigraduations.

2. Compatible quasi-bigraduations of module

We define the compatible +quasi-bigraduation of a module as follow:
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2.1. Compatible quasi-bigraduations of module.

Definition 2.1. Let ∆ be the abelian monoid Z2 ∪ {∞} (resp. N2 ∪
{∞}).

Let R be a ring andM be an R-module. Let f =
(
I(m,n)

)
(m,n)∈∆

be

a +quasi-bigraduation of R.

Let H =
(
G(i,j)

)
(i,j)∈∆

be a family of subgroups of M with the

convention that G(p,∞), G(∞,q) and G(∞,∞) mean the same subgroup,
denoted G∞.

We say that H =
(
G(i,j)

)
is an f−quasi-bigraduation (resp. an

f+−quasi- bigraduation) of M or that H is a quasi-graduation
(resp. a +quasi-graduation) over ∆ of M compatible with f if
G∞ = (0) and I(p,q)G(m,n) ⊆ G(p+m,q+n) for each (m,n) and (p, q) ∈ ∆.

2.2. Globally compatible quasi-bigraduations of module.
Let R be a ring, A be a subring of R and M be an R-module.
Let H =

(
G(i,j)

)
(i,j)∈∆

be a family of sub-A-modules ofM such that

G(p,q) = G(0,0) ∀p, q verifying p+ q ≤ 0 and G∞ = (0).

Let us construct the family (Nm)m∈Z∪{+∞} of sub-A-modules of M as
following:

∀m ≥ 0, Nm =
∑

−m≤n≤2m

G(n,m−n),

∀m ≤ 0, Nm = G(0,0) and N∞ = (0) .

Definition 2.2. Let R be a ring and M be an R-module.
Let f = (I(s,t))(s,t)∈∆ be a +quasi-bigraduation of R.

Let A = I(0,0) and H =
(
G(i,j)

)
(i,j)∈∆

be a family of sub-A-modules

of M.
Suppose that I(p,q) = A ∀p, q verifying p+q ≤ 0 and S = (Sm)m∈Z∪{+∞}

is the quasi-graduation deduced from f (see 2) of Definition 1.2 ).

We say thatH is a +quasi-bigraduation of M globally compatible
with f or that H is a global f+−quasi-bigraduation of M if G∞ =
(0) and SpNq ⊆ Np+q for each p and q ∈ N.

Remark 2.3. If H = (Gn)n∈∆ is an f+−quasi-bigraduation ofM, then
H is a +quasi-bigraduation of M globally compatible with f .

Indeed, we have

∀p, q ∈ N, SpNq =

( ∑
−p≤n≤2p

I(n,p−n)

)( ∑
−q≤l≤2q

G(l,q−l)

)
.
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Therefore,

SpNq =
∑

−p≤n≤2p

( ∑
−q≤l≤2q

I(n,p−n)G(l,q−l)

)
and SpNq ⊆

∑
−p−q≤h≤2(p+q)

G(h,p+q−h) = Np+q.

Hence (Nm)m∈Z∪{+∞} is a S+−quasi-graduation of M.
One denotes QG(H) = (Nm)m∈Z∪{+∞} which is called the S+−quasi-

graduation of M deduced from H.

3. Compatible quasi-bigraduations of module and
generalized Analytic Independence

3.1. Generalized analytic independence.

Definition 3.1. Let R be a ring, A be a subring of R and M be an
R-module.
Let a1, . . . , ar be elements of R. Let I be the sub-A-module of R gen-
erated by a1, . . . , ar.
Let f2 (A, I) be the +quasi-bigraduation (I(m,n)) of R such that I(m,n) = A if m+ n ≤ 0

I∞ = (0) and
I(m,n) = Id if m+ n = d ≥ 0.

Let (Sm) be the +quasi-graduation of R deduced from f2 (A, I). We
have
∀m ≥ 0, Sm =

∑
−m≤n≤2m

I(n,m−n) = Im, S∞ = (0) and ∀m ≤ 0, Sm =

A.
Let H =

(
G(i,j)

)
be a +quasi-bigraduation of M globally compatible

with (f2 (A, I)) (i.e., for all m ∈ N, Nm is a sub-A-module ofM and
I (Nm) ⊆ Nm+1).

Suppose that JG(0,0) +Nk ∩G(0,0) 6= G(0,0).

The elements a1, . . . , ar of R are said to be J− independent of order k
with respect to H if for any homogeneous polynomial F of degree d in r
indeterminates with coefficients in G(0,0), the relation F (a1, . . . , ar) ∈
JNd +Nd+k implies that F has all of its coefficients in JG(0,0) +Nk.

Remark 3.2. Elements a1, . . . , ar of R are J− independent of order k
with respect to H if they are J− independent of order k with respect
to the S+−quasi-graduation (Nm)m∈Z∪{+∞} defined in section 1.2.
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Proposition 3.3. Let R be a ring, A be a subring of R and M be
an R-module. Let a1, . . . , ar be elements of R and I be the sub-
A-module of R that they generate. Let H = (Gn)n∈∆ be a global

(f2 (A, I))+−quasi-bigraduation ofM.

Let J be an ideal of A, k ∈ N∗ such that JG(0,0)+Nk∩G(0,0) 6= G(0,0).
Suppose that a1, . . . , ar are J−independent of order k with respect to
H.

(i) If JG(0,0) ⊇ Nk ∩ G(0,0), then the elements a1, . . . , ar are
J−independent (of order +∞) with respect to H and with respect to

f2

(
G(0,0), I

)
and to f

(
G(0,0), I

)
= (Ij) .

(ii) If there exists i such that ai ∈ J + Sk ∩ A, then(
IpG(0,0)

)
∩G(0,0) =

(
SpG(0,0)

)
∩G(0,0) ⊆ Np ∩G(0,0)

and Np ∩G(0,0) ⊆ JG(0,0) +Nk ∩G(0,0) ∀p ≥ 1.
Proof. (i) Let x = F (a1, . . . , ar), where F is a homogeneous polyno-
mial of degree s in r indeterminates and with coefficients in G(0,0).

Suppose that JG(0,0) contains Nk ∩G(0,0) and put Im = Im. We have[
x ≡ 0 (JNs) or x ≡ 0

(
JIsG(0,0)

)]
⇒ x ∈ JNs +Ns+k ⇒

F ∈
(
JG(0,0) +Nk ∩G(0,0)

)
[X1, . . . , Xr] .

Furthermore, JG(0,0)+Nk∩G(0,0) = JG(0,0) thus the elements a1, . . . , ar
are J−independent (of order +∞) with respect to H and with respect
to f2

(
G(0,0), I

)
.

(ii) If ai ∈ J+Sk∩A, then for each p ≥ 1 and for each y ∈ Np∩G(0,0)

we have

yapi ∈ (J + Sk ∩ A)Np ⊆ (JNp +Np+k) .
The elements a1, . . . , ar being J−independent of order k with respect
to H, we have

y ∈
(
JG(0,0) +Nk

)
∩G(0,0) = JG(0,0) +Nk ∩G(0,0)

therefore

Np ∩G(0,0) ⊆ JG(0,0) +Nk ∩G(0,0)

and we have(
IpG(0,0)

)
∩G(0,0) =

(
SpG(0,0)

)
∩G(0,0) ⊆ Np∩G(0,0) ⊆ JG(0,0)+Nk∩G(0,0)

∀p ≥ 1.
�

Proposition 3.4. Let R be a ring, A be a subring of R andM be an
R-module. Let k ∈ N∗ and J be an ideal of A, a1, . . . , ar be elements
of R and I be the sub-A-module of R that they generate.
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Let H =
(
G(i,j)

)
(i,j)∈∆

be a global (f2 (A, I))+−quasi-bigraduation of

M. Suppose that JG(0,0) +Nk ∩G(0,0) 6= G(0,0), (Ni+k)i≥0 is decreasing
and that a1, . . . , ar are J−independent of order k with respect to H.

If Nk∩G0,0 ⊆ JG(0,0) +Npk∩G(0,0), then the elements ap1, . . . , a
p
r are

J−independent of order k with respect to the f2 (A, Ip)+−quasi-
bigraduation H(p) = (G(pm,pn)) for each p ≥ 1.

Proof. This is the consequence of the fact that under the hypotheses
we have  ∀n ≥ 0 JNpn +Np(n+k) ⊆ JNnp +Nnp+k

and
JG(0,0) +Nk ∩G(0,0) ⊆ JG(0,0) +Npk ∩G(0,0)

Indeed, let F be a homogeneous polynomial of degree n in r indeter-
minates and with coefficients in G(0,0).

F (ap1, . . . , a
p
r) ∈

(
JNpn +Np(n+k)

)
⇒ G (a1, . . . , ar) ∈

(
JNpn +Np(n+k)

)
where G (X1, . . . , Xr) = F (Xp

1 , . . . , X
p
r ) is homogeneous of degree

np.
Thus G (a1, . . . , ar) ∈ JNpn+N(pn+pk) ⊆ JNnp+Nnp+k. Therefore G

and F have their coefficients in JG(0,0)+Nk. F has all of its coefficients
in(
JG(0,0) +Nk

)
∩G(0,0) = JG(0,0) +Nk ∩G(0,0) ⊆ JG(0,0) +Npk ∩G(0,0).

�

3.2. Criteria of J−independence :
Let R be a ring, A be a subring of R, and M be an R-module.

3.2.1. Preliminaries.
Let (In) and (Jn) be two families of subgroups of R such that

(∗)


1 ∈ I0

Jn ⊆ In
InIm ⊆ In+m

InJm ⊆ Jn+m

∀m,n ∈ Z (resp. N).

Let (Pn) and (Kn) be two families of subgroups of M such that

(∗∗)

 Kn ⊆ Pn
InPm ⊆ Pn+m

JnPm + InKm ⊆ Kn+m

∀m,n ∈ Z (resp. N).
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Thus the group direct sum
⊕
m

Pm
Km

is a graded
⊕
n

In
Jn
−module with

(an + Jn) (ym + Km) = (anym + Kn+m) for each an ∈ In and each ym

∈ Pm.
Let P =

⊕
m

PmXm and K =
⊕
m

KmX
m.

They are graded F−modules, where F =
⊕
n

InX
n and we have

P
K

=

⊕
m

PmXm⊕
m

KmXm
'
⊕
m

Pm
Km

.

3.2.2. Construction of morphisms relating to class of elements of a
ring.

We define the product for a subgroup I of R and an R−module N
by

IN =

{
s∑
i=1

aixi : ai ∈ I, bi ∈ N and s ∈ N∗
}
.

Let f = (In)n∈Z∪{+∞} be a quasi-graduation of R and A = I0.

Let J be an ideal of A and Jn = In ∩ (JIn + In+k) for all n.
Denote f n f the quasi-bigraduation (Ui,j)(i,j)∈(Z×Z)∪{∞} of R such

that
U(m,n) = ImIn for each (m,n) ∈ Z× Z and U∞ = (0).
Let a1, . . . , ar be elements of R and I be the sub-A-module of R

that they generate. Put In = In for all n > 0 and In = A for all n ≤ 0.

Thus I0 is a subring ofR and the group direct sum QJ(f, k) =
⊕
n∈Z

In
Jn

is a graded ring.

Put si = ai + J1 ∀i = 1, . . . , r.

Condition (∗) of 3.2.1 is satisfied.
Hence as in [5] there exists an isomorphism

ψ1,k :
⊕
n≥0

In
Jn
→ R(A, I)

R(A, I) ∩ ((uk, J)< (A, I))
such that

ψ1,k(si) = aiX +R(A, I) ∩
((
uk, J

)
< (A, I)

)
and ψ1,k(α) = α for α

∈ A
J + Ik ∩ A

.

Furthermore, the products which follow are well defined :
For all α ∈ A and bm ∈ Im if m = i1 + · · ·+ ir then

si11 · · · sirr =
(
ai11 · · · airr + Jm

)
and (bm + Jm) (α + J0) = bmα + Jm.
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Hence si11 · · · sirr (α + J0) = ai11 · · · airr α + Jm.

Let vi = ψ1,k(si) ∀i = 1, . . . , r.

Since ImJ0X
m ⊆ R(A, I)∩

((
uk, J

)
< (A, I)

)
, we have the products:

vi11 · · · virr = ai11 · · · airr Xm +R(A, I) ∩
((
uk, J

)
< (A, I)

)
and

vi11 · · · virr (α + J0) = ai11 · · · airr αXm +R(A, I) ∩
((
uk, J

)
< (A, I)

)
and we have the following commutative diagram:

A
J0

[X1, . . . , Xr] SJ(I, k) =
A
J0

[s1, . . . , sr] =
⊕
m≥0

Im

Jm

VJ(I, k) =
A
J0

[v1, . . . , vr]

-
ϕ1,k

H
HHH

HHH
HHH

HHH
HHj

θ1,k

?

|o ψ1,k

3.2.3. Surjective morphisms relating to a global (f n f)+−quasi-
bigraduation of module.

1) Let H =
(
G(i,j)

)
(i,j)∈(Z×Z)∪{∞} be a global (f n f)+-quasi-

bigraduation ofM and P = (Pm)m∈Z∪{+∞} be a f+−quasi-graduation

ofR with P0 = G(0,0) and Pm ⊆ SmG(0,0),Km = Pm∩(JNm +Nm+k) , Jm
= Pm ∩

(
JSmG(0,0) + Sm+kG(0,0)

)
∀m ≥ 0 where S = (Sm)m∈Z∪{+∞} =

QG (f n f) is the +quasi-graduation of R deduced from f n f and
(Nm)m∈Z∪{+∞} = QG (H) is the S+−quasi-graduation of M deduced
from H.

Consider J =
⊕
m

JmXm, T =
⊕
d

SdG(0,0)X
d, N =

⊕
d

NdXd and

QJ (H, k) the gradedQJ(f, k)−module
∑
m

Pm
Km

, whereQJ(f, k) =
⊕
n

In
Jn

.

Thus we have

ImG(0,0) ∩
(
JSmG(0,0) + Sm+kG(0,0)

)
⊆ Jm ⊆ Pm ⊆ SmG(0,0) ,

ImG(0,0) ∩ (JNm +Nm+k) ⊆ Km = Pm ∩ (JNm +Nm+k) ⊆ Pm ⊆ Nm
and

ImG(0,0) ∩ (JNm +Nm+k) ⊆ ImG(0,0) ⊆ Pm ⊆ SmG(0,0) ⊆ Nm.

Conditions (∗) and (∗∗) of 3.2.1 are satisfied for (In) , (Jn) , (Pn)
and (Kn) , (resp. (In) , (Jn) , (Pn) and (Jn)). Hence we have ukN =
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d≥0

NdXd−k and
(
uk, J

)
N =

⊕
d≥0

NdXd−k⊕⊕
d≥0

JNdXd

(
uk, J

)
N =

[
N0X

−k
⊕
N1X

1−k
⊕

. . .
⊕
Nk−1X

−1
]⊕⊕

d≥0

(JNd +Nd+k)X
d.

ukT =
⊕
d≥0

SdG(0,0)X
d−k and

(
uk, J

)
T =

⊕
d≥0

SdG(0,0)X
d−k⊕⊕

d≥0

JSdG(0,0)X
d

(
uk, J

)
T =

[
G(0,0)X

−k
⊕

S1G(0,0)X
1−k

⊕
. . .
⊕

Sk−1G(0,0)X
−1
]⊕[(

uk, J
)
T
]+

where
[(
uk, J

)
T
]+

=
⊕
d≥0

(JSd + Sd+k)G(0,0)X
d. From (2.2.1) we

have

P
K

=

⊕
m≥0

PmXm⊕
m≥0

[Pm ∩ (JNm +Nm+k)]Xm
'
⊕
m≥0

Pm
Pm ∩ (JNm +Nm+k)

P
J

=

⊕
m≥0

PmXm⊕
m≥0

[
Pm ∩

(
(JSd + Sd+k)G(0,0)

)]
Xm
'
⊕
m≥0

Pm
Pm ∩

(
(JSd + Sd+k)G(0,0)

) .
2) Suppose that for each m ≥ 0, Im = Im and that JG(0,0) + Nk ∩

G(0,0) 6= G(0,0) (resp. JG(0,0) +
(
SkG(0,0)

)
∩ G(0,0) 6= G(0,0) ), where

(Nm)m∈Z∪{+∞} = QG (H) is the S+−quasi-graduation of M deduced
from H. Thus, for m ≥ 0 we have

Pm = ImG(0,0), Sm = Im and Jm = ImG(0,0)∩
(
JImG(0,0) + Im+kG(0,0)

)
Km = ImG(0,0)∩(JNm+Nm+k) andQJ(H, k) is the gradedQJ(f, k)−module∑
m≥0

ImG(0,0)

Km

. Hence we have⊕
m≥0

ImG(0,0)X
m

⊕
m≥0

[
ImG(0,0) ∩ (JNm +Nm+k)

]
Xm

'
⊕
m≥0

ImG(0,0)

ImG(0,0) ∩ (JNm +Nm+k)

(resp. ⊕
m≥0

ImG(0,0)X
m

⊕
m≥0

[
ImG(0,0) ∩ (JIm + Im+k)G(0,0)

]
Xm

'
⊕
m≥0

ImG(0,0)

ImG(0,0) ∩
(
(JIm + Im+k)G(0,0)

))

Put R
(
G(0,0), I

)
the graded A-module

⊕
n≥0

InG(0,0)X
n. We have

R
(
G(0,0), I

)
∩
[(
uk, J

)
N
]

= R
(
G(0,0), I

)
∩
[(
uk, J

)
N
]+

=
⊕
d≥0

[
IdG(0,0) ∩ (JNd +Nd+k)

]
Xd =

⊕
d≥0

KdX
d
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(resp. R
(
G(0,0), I

)
∩
[(
uk, J

)
<
(
G(0,0), I

)]
= R

(
G(0,0), I

)
∩
[(
uk, J

)
<
(
G(0,0), I

)]+

=
⊕
d≥0

[
IdG(0,0) ∩

((
JId + Id+k

)
G(0,0)

)]
Xd =

⊕
d≥0

JdXd).

3) Let us define the products as follows :
For all α ∈ G(0,0) and bm ∈ Im if m = i1 + · · ·+ ir then

si11 · · · sirr =
(
ai11 · · · airr + Jm

)
and (bm + Jm) (α + J0) = bmα + Jm

where
(
J + Ik

)
G(0,0) = JG(0,0) +Nk ∩G(0,0).

Hence

si11 · · · sirr (α + K0) = ai11 · · · airr α + Km.

Furthermore,

vi11 · · · virr = ai11 · · · airr Xm +R(A, I) ∩
((
uk, J

)
< (A, I)

)
and

vi11 · · · virr (α + J0) = ai11 · · · airr αXm+R(G(0,0), I)∩
((
uk, J

)
<
(
G(0,0), I

))
.

Properties (∗) and (∗∗) of 3.2.1 show that the previous products are
well defined.

4) Suppose that Nk ∩G(0,0) ⊆ JG(0,0) +
(
IkG(0,0)

)
∩G(0,0). Then

K0 = J0, I
mK0X

m = ImJ0X
m ⊆ R(G(0,0), I) ∩

((
uk, J

)
<
(
G(0,0), I

))
and the next product is well defined: for α ∈ G(0,0)

vi11 · · · virr (α + K0) = ai11 · · · airr αXm+R(G(0,0), I)∩
((
uk, J

)
<
(
G(0,0), I

))
R(G(0,0), I) ∩

((
uk, J

)
<
(
G(0,0), I

))
⊆ R

(
G(0,0), I

)
∩
[(
uk, J

)
N
]
.

Put SJ (H, k) =
G(0,0)

K0

[s1, . . . , sr] and VJ (H, k) =
G(0,0)

K0

[v1, . . . , vr] .

Let ϕ̃1,k = ϕ̃1,J (H, k) be the graded morphism of graded modules

from
G(0,0)

K0

[X1, . . . , Xr] onto SJ (H, k) such that ϕ̃1,k(αXi) = αsi for

each i and ϕ̃1,k(α) = α for α ∈ G(0,0) and α = α + K0.

There exists an isomorphism ψ̃1,k of graded modules from SJ (H, k)

onto VJ (H, k) =
R
(
G(0,0), I

)
R
(
G(0,0), I

)
∩
[
(uk, J)R

(
G(0,0), I

)] such that

ψ̃1,k(αsi) = αvi = αaiX+R
(
G(0,0), I

)
∩
[(
uk, J

)
R
(
G(0,0), I

)]
, ψ̃1,k(α) =

α for α ∈ G(0,0) and α = α + K0.

Hence the following diagram commutes:
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G(0,0)

K0
[X1, . . . , Xr]

G(0,0)

K0
[s1, . . . , sr]

R(G(0,0), I)

R(G(0,0), I) ∩ (uk, J)<(G(0,0), I)

-
ϕ̃1,k

HH
HHH

HHH
HHHj

θ̃1,k
?

|o ψ̃1,k

Proposition 3.5.
Suppose that Nk ∩G(0,0) ⊆ JG(0,0) +

(
IkG(0,0)

)
∩G(0,0).

The following statements are equivalent :

(i) a1, . . . , ar are J−independent of order k with respect to f2

(
G(0,0), I

)
(ii) ϕ̃1,k is an isomorphism of

G(0,0)

K0

[X1, . . . , Xr] over
G(0,0)

K0

[s1, . . . , sr]

(iii) θ̃1,k is an isomorphism of
G(0,0)

K0

[X1, . . . , Xr] over

R
(
G(0,0), I

)
R
(
G(0,0), I

)
∩ (uk, J)<

(
G(0,0), I

)
(iv) The elements s1, . . . , sr are algebraically independent over

G(0,0)

K0

(v) The elements v1, . . . , vr are algebraically independent over
G(0,0)

K0

.

Proof. See Theorem 2.3.1 of [6]. �

5) With the assumption that Nk ∩ G(0,0) ⊆ JG(0,0) +
(
IkG(0,0)

)
∩

G(0,0) 6= G(0,0) put the canonical morphisms

VJ (H, k) =
R
(
G(0,0), I

)
R
(
G(0,0), I

)
∩
[
(uk, J)R

(
G(0,0), I

)] θ̃2,k→
R
(
G(0,0), I

)
R
(
G(0,0), I

)
∩ [(uk, J)N]

.

and δk = θ̃2,k ◦ ψ̃1,k.

With vi = ψ1,k(si) = aiX +
(
R(A, I) ∩

((
uk, J

)
< (A, I)

))
we have

viα = aiαX + R(G(0,0), I) ∩
((
uk, J

)
<
(
G(0,0), I

))
= ψ̃1,k(siα) for

α ∈ G(0,0) and α = α + K0.
Thus

θ̃2,k (viα) = aiαX +R
(
G(0,0), I

)
∩
(
uk, J

)
N
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Put

SJ (H, k) =
G(0,0)

K0
[s1, . . . , sr] =

 ∑
i1,...,ir

(αi1,...,ir + K0) si11 · · · s
ir
r : αi1,...,ir ∈ G(0,0)

 .

We have

R
(
G(0,0), I

)
R
(
G(0,0), I

)
∩ (uk, J)<

(
G(0,0), I

) =
G(0,0)

K0

[v1, . . . , vr] .

Put ϕ̃1,k = ϕ̃1,J (H, k) and θ̃1,k = ψ̃1,k ◦ ϕ̃1,k.

The following diagram commutes:

G(0,0)

K0
[X1, . . . , Xr]

G(0,0)

K0
[s1, . . . , sr]

⊕
m≥0

ImG(0,0)

Km

G(0,0)

K0
[v1, . . . , vr]

R(G(0,0), I)

R(G(0,0), I) ∩ (uk, J)<(G(0,0), I)

R(G(0,0), I)

R(G(0,0), I) ∩ (uk, J)N

-
ϕ̃1,k

@
@
@
@
@
@
@
@
@
@
@
@
@
@R

θ̃1,k

HHH
HHHH

HHH
HHHH

?

|oψ̃1,k

@
@
@
@
@
@
@
@
@
@
@
@
@
@R

δk

-=

HH
HHH

HHH
HHH

HHj

θ̃k

-
=

-
θ̃2,k

3.2.4. Properties of independence.
Under the previous hypotheses we show the following theorem as in [6] and
[7]:

Theorem 3.6. Under the notations and hypotheses of 2.2.3 and with the
assumption that Nk ∩ G(0,0) ⊆ JG(0,0) +

(
IkG(0,0)

)
∩ G(0,0) the following

assertions are equivalent:
(i) The elements a1, . . . , ar are J−independent of order k with respect to H.

(ii)


a) The elements a1, . . . , ar are J − independent of order k
with respect to f2

(
G(0,0), I

)
and

b) IpG(0,0) ∩ (JNp +Np+k) = JIpG(0,0) + (Ip+k ∩ Ip)G(0,0) ∀p ≥ 0

(iii)

 a) The family {s1, . . . , sr} is algebraically free over
G(0,0)

K0
and

b) R
(
G(0,0), I

)
∩
[(
uk, J

)
N
]

= R
(
G(0,0), I

)
∩
(
uk, J

)
<
(
G(0,0), I

)
.
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(iv)



a) θ̃1,k is an isomorphism from
G(0,0)

K0
[X1, . . . , Xr] onto

R
(
G(0,0), I

)
R
(
G(0,0), I

)
∩ (uk, J)<

(
G(0,0), I

) and

b) θ̃2,k is an isomorphism from
R
(
G(0,0), I

)
R
(
G(0,0), I

)
∩ (uk, J)<

(
G(0,0), I

) onto

R
(
G(0,0), I

)
R
(
G(0,0), I

)
∩ [(uk, J)N]

(v)


a) ϕ̃1,k is an isomorphism from

G(0,0)

K0
[X1, . . . , Xr] onto

G(0,0)

K0
[s1, . . . , sr]

and

b) δk is an isomorphism from
G(0,0)

K0
[s1, . . . , sr] onto

R(G(0,0),I)
R(G(0,0),I)∩[(uk,J)N]

(vi) θ̃k = θ̃2,k ◦ θ̃1,k is an isomorphism from
G(0,0)

K0
[X1, . . . , Xr] onto

R
(
G(0,0), I

)
R
(
G(0,0), I

)
∩ [(uk, J)N]

.

Proof. (ii) ⇔ (iii) ⇔ (iv)⇔ (v)

By Proposition 3.5, the elements a1, . . . , ar are J−independent of order k
with respect to f2

(
G(0,0), I

)
iff the family {s1, . . . , sr} is algebraically free

over
G(0,0)

K0
. It is equivalent to the fact that θ̃1,k (resp. ϕ̃1,k ) is an isomor-

phism.
Moreover, IpG(0,0)∩ (JNp +Np+k) = JIpG(0,0) + (Ip+k ∩ Ip)G(0,0) ∀p ≥ 0

if and only if R
(
G(0,0), I

)
∩
[(
uk, J

)
N
]

= R
(
G(0,0), I

)
∩
(
uk, J

)
<
(
G(0,0), I

)
if and only if θ̃2,k (resp. δk ) is a graded ring isomorphism.

(iv) ⇔ (vi)

We have: θ̃1,k and θ̃2,k are surjective and θ̃k = θ̃2,k ◦ θ̃1,k. Therefore θ̃k is

an isomorphism if and only if both θ̃1,k and θ̃2,k are isomorphisms.

(i) ⇔ (vi) As in Theorem 2.3.1 of [6],
[the elements a1, . . . , ar are J−independent of order k with respect to H]

iff
θ̃k = θ̃2,k ◦ θ̃1,k is an isomorphism from

G(0,0)

K0
[X1, . . . , Xr] onto

R
(
G(0,0), I

)
R
(
G(0,0), I

)
∩ [(uk, J)N]

. �

Corollary 3.7. Under the notations and hypotheses of 2.2.3 and with the
assumption that Nk ∩ G(0,0) ⊆ JG(0,0) +

(
IkG(0,0)

)
∩ G(0,0) the following

assertions are equivalent :

(i) a1, . . . , ar are J−independent of order k with respect to H
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(ii)


a) a1, . . . , ar are J − independent of order k with respect to f2

(
G(0,0), I

)
b) δk is an isomorphism of

G(0,0)

K0
[s1, . . . , sr] over

R
(
G(0,0), I

)
R
(
G(0,0), I

)
∩ [(uk, J)N]

(iii)


a) ϕ̃1,k is an isomorphism of

G(0,0)

K0
[X1, . . . , Xr] over

G(0,0)

K0
[s1, . . . , sr]

b) δk is an isomorphism of
G(0,0)

K0
[s1, . . . , sr] over

R
(
G(0,0), I

)
R
(
G(0,0), I

)
∩ [(uk, J)N]

(iv)



a) θ̃1,k is an isomorphism of
G(0,0)

K0
[X1, . . . , Xr] over

R
(
G(0,0), I

)
R
(
G(0,0), I

)
∩ (uk, J)<

(
G(0,0), I

)
b) θ̃2,k is an isomorphism of

R
(
G(0,0), I

)
R
(
G(0,0), I

)
∩ (uk, J)<

(
G(0,0), I

) over

R
(
G(0,0), I

)
R
(
G(0,0), I

)
∩ [(uk, J)N]

(v)

 a) The elements s1, . . . , sr are algebraically independent over
G(0,0)

K0
b) R

(
G(0,0), I

)
∩
[(
uk, J

)
N
]

= R
(
G(0,0), I

)
∩
(
uk, J

)
<
(
G(0,0), I

)
(vi)

 a) The elements v1, . . . , vr are algebraically independent over
G(0,0)

K0
b) R

(
G(0,0), I

)
∩
[(
uk, J

)
N
]

= R
(
G(0,0), I

)
∩
(
uk, J

)
<
(
G(0,0), I

) .

Applying this result to case k =∞ we have the following Corollary:

Corollary 3.8. Suppose that k = +∞. Under the notations and hypotheses
of 2.2.3 the following assertions are equivalent :

(i) The elements a1, . . . , ar are J−independent (of order +∞) with respect
to H

(ii)


The elements a1, . . . , ar are J − independent (of order ∞)

with respect to f2

(
G(0,0), I

)
and

IpG(0,0) ∩ (JNp) = JIpG(0,0) for all p ≥ 0

(iii)


The family {s1, . . . , sr} is algebraically free over

G(0,0)

JG(0,0)

and
R
(
G(0,0), I

)
∩ [JN] = JR

(
G(0,0), I

)
(iv)


The family {v1, . . . , vr} is algebraically free over

G(0,0)

JG(0,0)

and

R
(
G(0,0), I

)
∩ [JN] = JR

(
G(0,0), I

)
.

.
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Example 3.9. Let R = R [X,Y ] be the ring of polynomials of two indeter-
minates X and Y with coefficients in R, A = Z [X,Y ] and M = iQ [X,Y ]

Let f =
(
I(m,n)

)
, where I(m,n) = (XnY m)Z [X,Y ] for all m,n ∈ N.

Let H =
(
G(p,q)

)
such that G(p,q) = (XpY q) iQ [X,Y ] for all p, q ∈ N×N.

f is a quasi-bigraduation of R and a bifiltration of R.
H is an f+−quasi-bigraduation of M.
Let a1 = X and a2 = Y, J = (X,Y )Z [X,Y ]. We have
Nd =

(
Xd, Xd−1Y,Xd−2Y 2, . . . , Y d

)
iQ [X,Y ]

N1 = (X,Y ) iQ [X,Y ] and N0 = G(0,0) = iQ [X,Y ]
αi,j ∈ A = Z [X,Y ]. Put k = +∞

1) Let F =
∑

i+j=d

αi,jX
i
1X

j
2 ∈ A [X1, X2] a homogeneous polynomial of de-

gree d
F (a1, a2) =

∑
i+j=d

αi,jX
iY j ∈ JNd ⇒∑

i+j=d

αi,jX
iY j ∈ (X,Y )

(
Xd, Xd−1Y,Xd−2Y 2, . . . , Y d

)
iQ [X,Y ]⇒

αi,j ∈ N1 = (X,Y ) iQ [X,Y ] = (X,Y ) iZ [X,Y ]Q [X,Y ] = JG(0,0)

Thus αi,j ∈ (JN0) ∩G(0,0) = JG(0,0).
Therefore, X and Y are J−independent with respect to H.
We have:
X2 and Y 2 are J−independent with respect to H.

2) Put a3 = XY and F (X1, X2) = iY X1 − iX2 = α1X1 + α2X2 where
α1 = iY and α2 = −i ∈ A. Let F = iY X1 − iX2 ∈ N0 [X1, X2] .
F is a homogeneous polynomial of degree 1 and
F (a1, a3) = iY a1−ia3 = iY X−iXY = 0 ∈ JN1. But α2 = −i /∈ JG(0,0).
Therefore, X and XY aren’t J−independent with respect to H.

Example 3.10. Let R = Z and let p > 1 and q > 1 be two integers.
Let

(
I(m,n)

)
(m,n)∈∆

be the family such that

* I(m,n) = (pmqn)Z for all (m,n) ∈ N× N
* I(m,n) = (qn)Z for all (m,n) ∈ Z× Z with m ≤ 0 and n ≥ 0
* I(m,n) = (pm)Z for all (m,n) ∈ Z× Z with n ≤ 0 and m ≥ 0.

Put (Im) the family such that for m ≥ 0 Im = (pm)Z = (pZ)m and for
m < 0 Im = Z and (Jn) the family such that for n ≥ 0 Jn = (qn)Z = (qZ)n

and for n < 0 Jn = Z.
We have (Im) = fI where I = pZ , (Jn) = fJ where J = qZ and
I(m,n) = ImJn. Thus the family

(
I(m,n)

)
(m,n)∈∆

is the bifiltration fI n fJ .

* Put G(m,n) = iI(m,n) for all (m,n) ∈ ∆.

The family H =
(
G(m,n)

)
(m,n)∈∆

is a f−quasi-bigraduation of the R-

moduleM = iZ. Nd =
∑

−d≤n≤−1

G(n,d−n)+
∑

0≤n≤d
G(n,d−n)+

∑
d+1≤n≤2d

G(n,d−n)

Nd = i
(
qdZ + pqd−1Z + · · ·+ pd−1qZ + pdZ

)
=

∑
0≤n≤d

G(n,d−n).

N0 = G(0,0) = iZ and N1 = i (pZ + qZ) = δiZ where δ = gcd (p, q).
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Let r > 1 be an integer which is prime with µ = lcm(p, q) and J = rZ. We
have
1) a = p and b = q aren’t J−independent of order +∞ (with respect to H).

In fact, JN0 = riZ 6= G(0,0), qia− pib = 0 ∈ JN1; but qi /∈ JN0 = riZ.
2) If k ∈ N∗ then p and q aren’t J−independent of order k (with respect to
H).

In fact, µ∧r = 1⇒ δ∧r = 1 and JN0 +Nk = riZ+δkiZ = iZ = G(0,0) =
N0.

3) a = p is J−independent of order k (with respect to H)
In fact, for λ ∈ N0, λa

d ∈ JNd ⇒ λpd ∈ rZiδdZ = rδdiZ ⇒ ∃t ∈ Z such
that
λpd = rtδdi. Put s = p/δ. We have λ′sd = rt where λ′ = −iλ
As µ ∧ r = 1, we have µ ∧ s = 1; so r divide λ′ and λ ∈ riZ = JN0 ⊆

JN0 +Nk.
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